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A numerical model to predict chill down in cryogenic

transfer lines has been developed. Three chill down cases

using hydrogen as the working fluid are solved: 1) a simplified

model amenable to analytical solution, 2) a realistic model of

superheated vapor flow, and 3) a realistic model of initially

subcooled liquid flow. The first case compares a numerical

model with an analytical solution with very good agreement

between the two. Additionally, the analytical solution provides

a convenient way to look at parametric effects on the chill

down. The second and third cases are numerical models which

provide temperature histories of the fluid and solid tube wall

during chill down as well as several other quantities of interest

such as pressure and mass flow rate. Of great interest is the

ability to predict accurate values of chill down time (the time

required to achieve steady-state cryogenic flow). The models

predict that a 26 in. long, 3/16 in. ID alunfinum tube has a

shorter chill down time (=I00 sec) and uses less hydrogen with

superheated vapor flow than with initially subcooled liquid

flow (>200 sec for chill down).
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Nomenclature

= heat transfer area, if2

= tube cross-sectional area, ft 2

= specific heat of the fluid, Btu/lbm.°R

= specific heat of the tube wall, Btu/lbm.°R

= specific heat at constant pressure, Btu/lb,,.°R

= tube hmer diameter, ft

= advected energy, Btu

= thennally conducted energy, Btu

= Darcy friction factor

= mass flux, lbm/ft2.hr
. 9

= gravitational constmlt, 32.17 ft'lbm/lbf's"

= heat transfer coefficient, Btu/hr.ft2.°R

= modified Bessel function

= specific enthalpy, Btu/lbm

= conversion thctor for mechanical work to heat, 778.16 ft-lbf/Btu
2 9 .7

= flow resistance coefficient, lbvs/lb,,,-.lt-

= vapor phase thermal conductivity, Btu/ln.ft.°R

= length of pipe branch in computer model, ff

= fluid mass, lb,,_

= operator to determine maxhnum between x and y
= Nusselt number

= fluid pressure, lbdft 2

= Prandtl number

= Prandtl number based on vapor phase properties

= heat transfer rate at node i, Btu/h

= radial heat flux, Btu/h.ft 2

= tube wall heat flux, Btu/h.ft 2

= axial heat flux, Btu/h.ft 2

= tube ilmer radius, ft

= Reynolds number

= liquid-vapor mixture Reynolds number
= radial direction

= fluid temperature, °R

= initial fluid temperature, °R

= fluid saturation temperature, °R

= tube wall temperature, °R

= hfitial tube wall temperature, °R

= time, sec

= thne increment, sec

= axial fluid velocity, ft/sec

= upstream axial fluid velocity, ft/sec

= mass quality
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Subscripts
i

ij
u

Superscripts

(r)

= liquid-vapor mixture con'ection lector
= axial direction

= tube wall characteristic length, ft

= surface rouglmess of the tube, ft

= non-dhnensional fluid temperature, (Tf - Tf,o)/(Tw,o- Tf,0)

= non-dhnensional tube wall temperature, (T,,, - Tf,0)/(Tw,0- Tf,0)

= vapor phase dynamic viscosity, lbm/ft'hr

= fluid density, lb,Jt't 3

= liquid phase density, lb,,Jft ?

= density upstream of a fluid branch hi computer model, lbm/ft 3

= vapor phase density, lbJft ?

= tube wall density, lb,/ft 3

= non-dhnensional thne, (lgpwcwS)'(t - Acdafz/ill)

= non-dimensional axial location, rcDkz/fil cf

= computer model node reference

= computer model branch reference

= upstream node of computer model branch

= over-dot hldicates time rate of change

Introduction

The operation of a cryogenic propulsion system requires transfer line clfill down

before establishh_g a steady flow of cryogenic fluid between various system components.

Cryogenic transfer line ctnll down is a transient heat transfer problem that h_volves rapid

heat exchange from a solid structure to a fluid with phase change. It is necessary to know

how long it takes to chill down a given transfer lhm/'or satisfactory operation.

When liquid cryogen, tbr example hydrogen, at saturation temperature (36.5 °R at 1

atm.) begins flowh_g through a tube initially at ambient temperature (540 °R) the liquid

h_stantly vaporizes ilear the tube wall. Thus a cross-section of the flow will have an outer

vapor ring with a saturated liquid core. As the flow moves downstream, the liquid core
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evaporates and the vapor becomes superheated. As the tube wall cools, the liquid core

penetrates further and further downstream. Eventually, the tube becomes filled with

liquid. Reduction in fluid density by vaporization causes the average flow velocity to

increase significantly. Prediction of ctull down thne requires modeling of these transient

phenomena and understanding of how they affect heat transfer fiom the tube wall to the

flowing cryogen.

Burke et al. 1 studied chill down of 60 ft., 100 ft. and 175 ft. long, 2 in.

outer diameter (OD) stainless steel lines by flowing liquid nitrogen. A inodel to predict

chill down time was developed by treating the entire line as a single control volume.

This lumped system provides a simple estinmte ofclfill down thne but lacks accuracy due

to its broad assumptions and averaging of fluid properties and flow rates over the chill

down thne. Furthermore, this method camlot be used to calculate instantaneous fluid and

transfer line wall temperatures.

Chi 2 looked at chill down of a 26 in. long, 3/16 in. inner diameter (ID) aluminum

tube using saturated liquid hydrogen as the working fluid. An analytical model of the

clfill down (presented below) was developed under the assumptions of constant flow rate,

constant heat transfer coefficient, constant fluid properties, homogeneous fluid flow and

fihn-boiling dominated heat transfer. The assumption of constant flow rate is not very

realistic sh_ce usually the trm_sfer line inlet mid exit pressures are set while the flow rate

may vary greatly according to the flow condition. The assumptions of constant heat

transfer coefficient and constant fluid properties are higlfly restrictive but can provide

useful estimates of temperature and chill down time. The last two assumptions are



idealizationsbut arewidely applicableandproducereasonableresultswhenproperly

applied.

Steward, et al. 3 modeled chill dowll numerically using a f_lite-difference

formulation of the one-dimensional, unsteady mass, momentum and energy equations.

The model results agree well with experunental results of chill down of a 200 It. long,

0.625 in. ID, 0.750 in. OD copper tube ush_g liquid nitrogen and liquid hydrogen as the

workhlg fluids. Heat transfer coefficients were determhled ushlg superposition of single-

phase tbrced convection correlations and pool boilh_g correlations tbr both nucleate mid

fihn boilhlg. While tlfis type of correlation tbr fihn boiling may be acceptable under low

flow rate/low quality conditions, more recent publications recommend the modified

Dittus-Boelter type correlation fbr a wide range of flow conditions. 4'5'6 It is believed that

improved accuracy and greater generality of application will be achieved tlu'ough

implementation of a modified Dittus-Boelter type correlation tbr flow fihn boilhlg.

Correct modelhlg of flow fihn boiling is especially crucial with cryogenic hydrogen shlce

film boilhlg occurs to as low as a tube wall to fluid saturation telnperature difference of

approxilnately 20 °R resulting hi a large portion of the chill down occurrhlg under fihn

boiling.

Complete analytical modelhlg of the complex heat transfer phenomena occurring

durhlg clfill down is not possible. This paper presents analytical and computer models of

the cryogenic transtEr lhm chill down process described in five sections. Tile first section

is about modelhlg the chill down process analytically using energy conservation. The

conservation equation is simplified leadfllg to a closed form solution. This simplified

case gives insight into parametric effects on the chill down process as well as serving as a
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benctunarkfor thecomputersolution. Thesecondsectiondiscussestheoretical

developmentof a heattransfercoefficientlbr two-phaseheattransferbetweenthetube

wall andfluid. Thecomputermodelis describedhi thettmd sectionandresultsfrom the

computermodelaregivenhi the tburth section. Fhlally, the fifth section presents some

conclusions drawn from tile study.

Analytical Model

The physical problem modeled is a fluid entering a circular tube at temperature

Tf,0. The tube wall is hfitially at temperature Tw,0. Transient heat transfer occurs between

the tube mid the fluid when Tw_Tf. The flow pattern is approximated as one-dimensional

with fluid velocity hi the axial direction only. Figure 1 shows an energy balance on a

fluid control volume where the over dots on the energy terms hldicate time rate of

change.

Conservation of energy tbr the control volume states that:

rate of /

accumulation [ =

of energy J

net rateof 1
/

energy in by '_+

advection I

netrateof ] /netrateofwork]

energy in by t. - {done by system
conduction / {on surroundingsJ

(1)

Equation (1) can be stated mathematically in cylhldrical coordhmtes neglecthlg viscous

dissipation as (see Ref. 7, for example, fbr derivation)

(_Tf +u0Tf_=-F1 _--- " +0q:]-Te(0Pf / 0u
Prcr_ at Oz ) LrOr (rq') Oz J t OTT-,.), 0--7 (2)

Following the analysis of Chi 2, Eq. (2) is simplified for application to the problem

of clfill down in cryogenic transfer lines using the following assumptions:



• Axial conductionhi thefluid maybeneglected.

• Flow work nmybeneglected.

• Fluid massflow rate isconstant.

• Heattransfercoefficient(h) isconstant.

• Constantsolidmidfluid properties

By expresshlgq/' in termsof Newton'slaw of coolhlg,andintegratingover the

tuberadius,Eq. (2)maybeexpressedin termsof non-dfinensionalvariable_ [rcDhz/

fi_cdas

Usinga lumped-capacitancemodel,local wall heatflux maybeexpressedhi tmnnsof

noll-dimensionalvariableI: [(h/pwCwS)'(t- A¢_ofz/th)]as

(°_rI'w/ =T)--T'_--_r ¢ (4)

Equations (3) and (4) together with the initial and boundary conditions

at ¢=0, T)-=Tf, 0 for all

may be solved to give 2,s

at r=0, T_,=Tw,o for all (

and

T,_,-Tw,o -i

Wt _Wt.

" (4 )dg (6)
T ,o-T .o o



Figure 2 shows how non-dimensional tube wall temperature varies with non-

dhnensional time according to a slightly remTanged version of Eq. (5) (see nomenclature

tbr definition of @w). For a fixed value of z, Tw decreases with time and approaches Tf,0.

Tile effect of varyhlg the parameter _ on tile tube wall coolhlg rate is also shown with the

tour different curves: the tube wall cools more slowly as _ hlcreases. Figure 3 shows how

non-dhnensional fluid temperature varies with non-dilnensional tube axial location

according to Eq. (6). For a fixed value of thne, Te hlcreases with axial location. For a

fixed value of 4, Tf approaches Tf,0 at large thne values.

Heat Transfer Coefficients

For large differences fll tube wall temperature (Tw) and fllitial fluid temperature

(Tf, o), film boilhlg occurs immediately at the entrance of the tube. 9 The mass quality (x)

of the fluid increases as it travels through the tube eventually becoming superheated

vapor. In the entrmlce region of the tube, liquid is surrounded by a vapor fihn in the so-

called inverted mmular flow pattern. As the liquid-vapor mixture proceeds downstream,

the liquid phase vaporizes and the flow eventually becomes pure vapor.

For turbulent single-phase flow, the Dittus-Boelter equation provides a conelation

of Nusselt number as a function of Reynolds number and Prandtl number

Nu = 0.023Re°_Pr °4 (7)



The above con'elation may be applied to a llomogeneous model of the two-phase flow

occurrhlg in the tube using lnean fluid properties (see Refi 10 tbr derivation). One such

cmTelation resulthlg from this type of analysis is that given by Miropolskii 11'12

where

Nu = 0.023(Re,_i_ )°s (Pr,,)° _ (Y) (8)

hD
Nu = --

k v

(9)

 or,Remi_ ,Uv [_
(lO)

(11)

0.4

y =l-0.1(Pl-1 (l-x) °4

[,P,,

(12)

Several researchers have applied a lnodified Dittus-Boelter formulation to correlate heat

A comprehensive review of correlations of this type may be found in Ref.transfer data.

13.

Shlce Pry is close to unity under saturated conditions, this term does not have a

significant effect on the value of Nu. Therefore, in order to have asymptotic agreement

of Eq. (8) with Eq. (7) when x = 1 (saturated vapor flow), the exponent on Pry in Eq. (8)

is replaced with 0.4. Thus, the proposed liquid-vapor region Nusselt number is

Nu = 0.023(Re _., )°s (Pr,.)0.4 (y) (13)



Computer Models

Numericalmodelingof boilhlg heattransferfll aconfinedtuberequiresthe

solutiouof unsteadymass,nlolIlentulllandenergyconservationequationsfll conjunction

with athernlodynamicequationof stateandcorrelationsfor boilh_gheatu'ansfer.The

GeneralizedFluid SystelnSimulationPrograln(GFSSP)14wasusedto developa

computationalmodelof thisprocess.In GFSSP,theconservationequationsarcfirst

expressediu finite volumetbrm for a flow network. A flow network consistillg of fluid

nodes and branches is sN)wn hi Fig. 4. At boundary nodes, pressures and temperatures

are known. At internal nodes and branches, the variables are calculated by solving the

conservation equations.

Mass and energy conservation equations are written for hltemal nodes to

deternfine the pressures and temperatures. The momentum conservation equations are

written/br branches to detennine the flow rates. The mass conservation equation tbr a

typical hlternal node i can be expressed as:

= _ xhij (14)
llli,l+A! llli, t

At J=_

A typical internal node i is comlected to the neighboring nodes j through branch ij

as shown in Fig. 5.

The energy conservation equation for node i shown hi Fig. 5 can be expressed

inathematically as shown in Eq. (15).

mI P/ /
PJ )t+_t l PJ )t __IMAX[-_filij,O]_i_MAXFIilii,O-]i 1,+q,z_( L J L JJ (15)

At _=_ " "

where
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mid11is determinedfiom Eq. (13).

Themomentumconservationequationtbr branchij canbeexpressed

mathematicallyasshownin Eq. (17).

lil_i/
(Inut+L_t-nlut) t_ --tuij_uu ) = (Pt.i-P,-i)A-Kflilij lilij]A

g tat g_ -

where

(16)

(17)

8fLjj
Kt- (18)

p_n2DijSg¢

and the Darcy friction factor f is deteNnhmd from the Colebrook Equation expressed as

1 e
---_=-21ogI_+ 2.51 1
"4f [__.7D R--_.] (19)

Equations 14 tlnough 19 are solved numerically. The details of the numerical

method appear in Ref. 14. All of the models presented here have 30 nodes and use

hydrogen as the working fluid. Other model parameters are given in Table 1.

Equations 14 tluough 19 are solved numerically in GFSSP.14 GFSSP uses a

combination of the successive substitution method and the Newton-Raphson method to

solve these equations. In tiffs scheme, the mass and momentum conservation equations

are solved by the Newton-Raphson method wlfile the energy and specie conservation

equations are solved by the successive substitution method. The underlying principle fbr

making such a division is that the equations that are more strongly coupled are solved by,

the Newton-Raphson method. The equations that are not strongly coupled with the other

set of equations are solved by the successive substitution method. Thus, the computer
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memoryrequirementcanbesignificantlyreducedwhilemaintainhlgsuperiornumerical

convergencecharacteristics.

In the iterativeloop,massandmomentumconservationequationsandthe

equationof statearesolvedbytheNewton-Raphsonmethod.Theenergyandspecie

conservationequationsarethensolvedby thesuccessivesubstitutionmethod. Finally,

tiledensityandotherthermodynamicandthermophysicalpropertiesandtheflow

resistancecoefficient,Kr arecalculated.Theiterativecycle is tel"mhmtedwhenthe

normalizedilmximuincorrection,A , is less than the convergence criterion, C_. A,_., is

detennhmd flom

NE

A .... =MAX _ q)_ (20)
' i=l (I)i

where NE is the total number of equations and _ is the dependent variable (pressure and

resident mass h_ node and flow rate hi branch). The convergence criterion is set to 0.01

in all models presented in this paper.

Results

Analytical Model

Figure 6 shows a comparison of fluid and wall temperatures calculated using the

analytical model (Eqs. (5) & (6)) with temperatures detemmmd by a GFSSP numerical

model (Model 1 in Table. 1). As indicated hi Table 1, the simulation was done ushlg a

constant h. Major differences between the analytical and numerical simulations are that

fluid properties and mass flow rate are 'allowed to vary in the latter. To approxunately

compensate for variable mass flow rate, a running average of the mass flow rate
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calculatedin thecomputersolutionwasiterativelyappliedto theanalyticalsolution.

Despitethesedifferences,thereisgoodoverall agreementbetweenthetwo methods.The

agreementbetweentheanalyticalandnumericalmodelsindicatesthatthenumerical

solutionto thechill downproblemis reliable.

Numerical Model - Superheated Vapor Flow (Model 2)

To add another level of sophistication towards modeling a fully two-phase flow,

superheated vapor flow was modeled. In this case, the h tbr heat transfer between the

tube wall and passing fluid is allowed to vary according to Eq. (13). Since x > 1, Eq. (13)

and Eq. (7) arc equal/br this case. The temperatures vs. time results for this simulation

are shown in Fig. 7. It is seen that fluid temperature remahls relatively low near the inlet

but increases close to the tube wall temperature near the exit. Chill down is achieved

after approximately 100 seconds. Figure 8 indicates that h increases with axial location

until clffll down is achieved. Analysis of numerical model output data not shown here

shows that Reynolds number decreases with axial position but the large increase in fluid

thermal conductivity with temperature causes h to increase axially, h increases unifornfly

with time near the tube entrance but there is some fluctuation at downstream locations.

Tiffs effect is caused by a combination of increasing Reynolds number and decreasing

fluid thermal conductivity according to Eq. (7). The effect of Prandtl number on h is

small. Figure 9 shows that the hydrogen mass flow rate increases until chill down is

nearly aclffeved.

Numerical Model - Subcooled Liquid Flow (Model 3)

Tiffs simulation models the more typical case of cryogenic fluid entering as a

subcooled liquid during transfer. The subcooled liquid ctmnges to vapor downstream of
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tile tubeentrance.Theliquid front propagatesdownstreamasthetubecools. Figure 10

showstemperaturevs. timefor this shnulation.Initially thereis significant sensible

heathlgof thefluid neartheexit of thetubebut thetemperaturequickly dropsto

saturationtelnperature.Massqualitydata(notshownhere)fi'om thesmmlationelucidate

tiffs trendby showfi_gthefluid to beinitially superheatedneartheexit andthenquickly

becomingsaturated.The fluid is saturatedovermostof thetube's lengthdurhlgctffll

down. Thetubewall temperaturesdisplaytheexactoppositetrendhi this casecompared

to theshlgle-phasevaporcase(Model2), i.e. theexit coolsfasterthantheentrmlce.This

trendis explahmdby thelargehlcreasein h with axial location(seeFig. 11). According

to Eq.(13),h increaseswith massquality. Thus,in thetwo-phaseregion,becausemass

quality increasesasthefluid movesdownstreamh alsoincreasesaxially. Fluctuationsof

h with respectto thneareexplahmdwith thesamereasoninggivenh_thesuperheated

case(Model2). Figure 12showsthatthehydrogenmassflow rateh_creasesandthen

reactmssteady-state.Steadymassflow ratefor this caseoccursearlieronhi theclffll

downthan in thesuperheatedcasewhenconsideredasa portionof thetotalchill down

time.

Conclusions

Figure 10flldicatesthat tbr the case of hfitially subcooled liquid entering the tube,

the exit cools faster than the entrance. This phenomenon was also observed by Graham

et al. _-sin a series of tube flow fihn boilhlg experiments using hydrogen with constant

wall heat flux. This is opposite the trend for single-phase flow heat transfer.
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Thethneto achievenon-dimensionaltubewall temperature@,_,= 0 nearthetube

exit (slowestcoolingend)is approxflnately100secondsfor thesuperheatedhydrogen

vaporflow case(Model2). Themassof fluid passedthroughthetubeover this time

periodis 0.263lbm.In comparison,2.474lbmof fluid is passedtln'oughthetubeh_the

caseof hlitially subcooledliquid hydrogenover thesamethneperiod resulthlgul @w=

0.21nearthetubeentrance(slowestcoolingend). Thish_dicatesthatthe subcooledclffll

downcaseexpends9.41thnesthefluid usedhi the superheatedvaporcaseto achieveless

clffll down. Tiffs resulthashnportmltimplicationswhenreductionin clfill downthneand

cryogenexpendituredurh_gchili downareprflnarydesignconsiderations.

Acknowledgment

This work was supported by a fellowslffp awarded to the first author under the

NASA Experimental Program to Sthnulate Competitive Research (EPSCoR) preparation

grant in Com_ecticut (Grant NCC5-390). The work was conducted at Marshall Space

Flight Center, Huntsville, AL in the ED25/Thermodynalnics and Heat Transfer Group.

References

1Burke, J. C., Bynles, W. R., Post, A. H., and Ruccia, F. E., "Pressurized Cooldown

of Cryogenic Transfer Lines," Advances in C_ogenic Engineering, Vol. 4, Plenum Press,

New York, 1960, pp. 378-394.

2Clff, J. W. H., "Cooldown Temperatures and Cooldown Tflne During Mist Flow,"

Advances in Co, ogenic Engineering, Vol. 10, Plenum Press, New York, 1965, pp. 330-

340.

15



3Steward, W. G., Smith, R. V., and Brennan, J. A., "Cooldown Transients hi

Cryogenic Transfer Lines," Advances in Co, ogenic Engineering, Vol. 15, Plenum Press,

New York, 1970, pp. 354-363.

4Carey, V. P., Liquid-Vapor Phase-Change Phenomena, Taylor & Francis, 1992, pp.

540-548.

5Collier, J. G., Convective Boiling and Condensation, McGraw-Hill, London, 1972,

pp. 219-227.

6Hewitt, G. F., "Boiling," Handbook of Heat Tran,yfer, 3ra ed., W. M. Rohsenow, J. P.

Hartnett and Y. I. Cho, ed., McGraw-Hill, New York, 1998, chpt. 15, pp. 133-134.

7Bird, R. B., Stewart, W. E., and Lightfoot, E. N., Tran,sport Phenomena, Wiley, New

York, 1960, pp. 310-320.

SMickley, H. S., Sherwood, T. K., and Reed, C. E., Applied Mathematics in Chemical

Engineering, 2 ''a ed., McGraw-Hill, New York, 1957, pp. 303-307.

9Carey, V. P., Liquid-Vapor Phase-Change Phenomena, Taylor & Francis, 1992, pp.

483-490.

l°Carey, V. P., Liquid-Vapor Phase-Change Phenomena, Taylor & Francis, 1992, pp.

546-547.

_LCollier, J. G., Convective Boiling and Condensation, McGraw-Hill, London, 1972,

p. 226.

l_-Miropolskii, Z. L., "Heat Trmlsfer in Film Boilfllg of a Stemn-Water Mixture fll

Steam Generath_g Tubes," Teploenergetika, Vol. 10, 1963, pp. 49-52; transl. AEC-tr-

6252, 1964.

16



13Collier, J. G., "Heat transfer h_ the Postdryout Region and During Quenclmlg and

Reflooding," Handbook of Multiphase Systems, G. Hetswni, ed., Hemisphere,

Waslm_gton, 1982, chpt.6, pp. 142-172.

14Majumdar, A. K., "A Second Law Based Unstructured Finite Volume Procedure for

Generalized Flow Shnulation," AIAA Paper 99-0934, Jan. 1999.

_SGraham, R. W., Hendricks, R. C., Hsu, Y. Y., mid Friedman, R., "Experimental

Heat Transfer and Pressure Drop of Film Boilhlg Hydrogen Flowhlg Through a Heated

Tube," Advances in C_ogenic Engineering, Vol. 6, Plenum Press, New York, 1961, pp.

517-524.

17



11:13:00 16"58 FAX 86111 486 5ugg LCONN 3IE(H ENGIN [-_j_tl_7

Table 1 Computer model parameters.
(-- [Ttti_c Inside Outs'ide .... I Iniei-' E_:ir Iril'et I ''Inlet .....Conditior

dodeiLen_h DiametelDiam,,'te_ Wall Pressure Pressure l'emperature Condition I on h

(in.)

1 26

2 26
3 i 26

(in.)

3/16

3/16

3/16

(in.)
I/2

1/2

1 1/2 .

Material

Aluminum

Mtmainum

Alumimkm

Wsi)
14.7

14.7

14.7

(psi)
13.318

13.318

13.318

(°t)
59.67

59.67

34.67

]superheated constaa]t
1 i
isuperheated Eq-(13)_.
[ subcooled Eq. (13)
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tube wall .. } E con,tr-,i,/

" _2 volume _ - ,+_ _" i
. E_,-..-. -[ _ E.d,=_. / /

c.enterLme_ __._ ........ _.1

Fig. 1 Energy balance on control volume for internal tube flow.
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Fig. 2 NoD-dimensional tube wall cooling rate for single-phase flow for some values of non-

dimensional axial location,
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Fig. 3 Non-dimensional fluid temperature vs. non-dimensional tube axial location for some

values of nov-dimensional time.
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Fig. 5 Schematic of fluid nodes, branches and indexing practice-
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calculated by analytical solution (Model 1: superheated hydrogen, constant h).
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Fig. 8 Heat transfer coefficient vs. time at different axial locations (Model 2: superheated

hydrogen).
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Fig. 9 Mass flow rate vs. time (Model 2: superheated hydrogen).
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Fig. 11 Heat transfer coefficient vs. time at different axial locations (Model 3: initially

subcooled hydrogen).
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Fig. 12 Mass flow rate vs. time (Model 3: initially subcooled hydrogen).


